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Abstract-Optical character recognition(0CR) traditionally applies 
to binary-valued imagery although text is always scanned and stored in 
gray scale. However, binarization of multivalued image may remove im- 
portant topological information €rom characters and introduce noise to 
character background. In order to avoid this problem, it is indispensable 
to develop a method which can minimize the information loss due to bi- 
narkation by extracting features directly from gray scale character im- 
ages. 

In this paper, we propose a new method for the direct extraction of 
topographic features from gray scale character Images. By comparing 
the proposed method with Wang and Pavlidis’ method, we realized that 
the proposed method enhanced the performance of topographic feature 
extraction by computing the directions of principal curvature efficiently 
and prevented the extraction of unnecessary features. We also show that 
the proposed method is very effective for gray scale skeletonization com- 
pared to Levi and Montanari’s method. 

Index Terms-Gray scale character recognition, principal curvature, 
principal orthogonal elements, topographic feature extraction. 

I. INTRODUCTION 

scanners have a wide range of gray scale for the following reasons [I]: 
It is well known that the character images of documents seen by the 

Gray or different color background of documents as in maga- 
zine and business forms 
Textured background of documents as in bank checks 
Different types of ink 
Convolution distortion because of the point spread function of 
the scanner 
Nonuniform illumination of the scanner 
Multiplicative noise such as nonuniform paper reflection 
Additive noise due to electronics 

When such a gray scale character image’is binarized there is a 
significant information loss: Typically areas which are narrow com- 
pared to the support of the point spread function disappear, resulting 
in broken characters or touching characters. 

Two kinds of methods have been used to overcome the disadvan- 
tages of simple binarization such as thresholding [l]. The first is to 
do binarization in a far more careful way than i t  is currently done in 
OCR. A representative of this kind of method is adaptive threshold- 
ing [2]. However, it requires a relatively large amount of computa- 
tion, and no matter how good the binarization is, it cannot completely 
avoid the loss of information. The second approach is to perform rec- 
ognition without binarization by using techniques related to matched 
filters [3], [4]. However, this approach is limited to applications such 
as recognition of single font characters where there is only a limited 
variation on the form of the characters. 

A more promising approach is to perform feature extraction di- 
rectly from gray scale character images [I] .  By doing so, it bypasses 
the phase of binarization and thus avoids the loss of information 
caused by the operation 

In this paper, we propose a new method for extracting topographic 
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features directly from gray scale character images without calculating 
the eigenvalues and eigenvectors of the underlying image intensity 
surface. By comparing the proposed method with the Wang and Pav- 
lidis’ method it is realized that the proposed method enhanced the 
performance of topographic feature extraction by computing the di- 
rections of principal curvature efficiently and prevented the unneces- 
sary feature extraction. We also show that the proposed method is 
very effective for gray scale skeletonization compared to Levi and 
Montanari’s method [ 5 ] .  

11 RECENT WORKS FOR DIRECT EXTKACTION OF FEATURES 
FROM GRAY SC’ALE CHARACTER IMAGES 

rhere are two excellent recent works related to direct extraction of 
features from gray scale character images. The first is to use bound- 
ary features [6]. In this method, a character classifier is proposed to 
recognize gray scale character images by extracting structural features 
from character outlines. A fast local contrast based gray scale edge 
detector has been developed to locate character boundaries. A pixel is 
considered as an edge-pixel if its gray value is below a threshold and 
has a neighbor whose gray value is above the threshold. Edges are 
then thinned to one pixel width. Extracting structural features from 
edges is performed by convolving the edges with a set of feature 
templates. Extracted features are compressed to form a binary vector 
with 576 features and it is used as an input to a classifier. 

ments. Some grouping and assembling of the characteristic regions of 
the TFG are also performed by this algorithm but the basic structure 
of the edge set of the TFG is preserved in the resulting GFG. The last 
step of the method is the recognition step. The geometric features ex- 
tracted in the third step are directly fed into a hybrid struc- 
tural/statistical classifier for immediate recognition. 

In this method, the topographic feature extraction step requires a 
relatively large amount of computation, but structural information 
extraction step and geometric feature extraction step are simple proc- 
esses which connect the results obtained from topographic feature 
extraction step and replace the node of TFG. Therefore, the perform- 
ance of total feature extraction steps depends on the topographic 
feature extraction step. The topographic feature extraction step also 
consists of three steps as follows: the computation of the first and 
second derivatives, the computation of the eigenvalues and eigenvec- 
tors, and the classification of elements. 

At each pixel P, if the gradient magnitude is zero, the definitions 
of Haralick et al. [lo] are used directly to assign P a label. Otherwise, 
the eigenvectors are approximated by two perpendicular directions 
from the four natural directions defined on the image lattice, namely, 
the horizontal direction (H), the vertical direction (V), the right- 
diagonal direction (R), and the left-diagonal direction (L). The reason 
why the eigenvectors are approximated by two perpendicular direc- 
tions is that the topographic label, namely, peak, ridge, pit, ravine, or 
saddle, will not be assigned precisely at the center of a pixel. For ex- 
ample, in Fig. 2, if we use the method of Haralick et al. [lo] directly, 
pixel b is assigned as a hillside because the gradient magnitude is not 
zero. Consequently, a mis-assignment will occur. 

Ccnter of pixcl b Gradicnt IS zcrn 

A ,  b, c, d : Pixel 

Q Gray value 

Gradient - 
Fig I .  An example oftopographic features. 

Fig. 2: An example of mis-assignment of topographic features 

The second is to use topographic features [ 11, [7], [8], [9] defined 
by Haralick et al. [ 101. Wang and Pavlidis [ 11 developed a technique 
for grouping and assembling topographically labeled pixels to form 
primitive features involved in solving practical pattern recognition 
problems. This method consists of four steps. In the first step, each 
pixel is classified into one of peak, pit, ridge, ravine, saddle, and 
hillside (Fig. 1) according to rules based upon the estimated first and 
second directional derivatives of the underlying image intensity sur- 
face. In the second step, basic structural information is extracted from 
the resulting labeled image. This is accomplished by an algorithm 
which creates a graph, which had been called a topographic feature 
graph (TFG) in a single pass through the labeled image. Each node of 
a TFG is connected with characteristic region formed entirely by peak 
anti ridge points, or entirely by saddle points, or entirely by flat 
poimts. Pit, ravine, and hillside points serve as separators during the 
process in such a way that il connected component of a I’FG corre- 
sponds to a single character. or part of a broken character, or a set of 
touching characters. In the third step, the TFG obtained in the second 
step is converted into a geometric feature graph (GFG). A GFG is a 
graph similar to the original TFG except that its nodes iire simply 
points or line segments instead of connected regions of‘ arbitrary 
shapes in the case of a TFG. This conversion is performed by an al- 
gorithm, which replaces each saddle or flit region by a single point 
and converts each peak and ridge region Into one or more line seg- 

For ideal input images which have a uniform variation for gray 
value and symmetry for a brightest pixel, the gradient magnitude 
would be zero at a brightest pixel, but for real world images, the gra- 
dient magnitude would be rarely zero. Therefore, if the Wang and 
Pavlidis’ method is used for topographic feature extraction, the ei- 
genvectors must be approximated mostly by two perpendicular direc- 
tions, and the calculation to get approximated directions requires 
much reluctant efforts. In addition, by employing such an approxi- 
mation for the eigenvectors, unnecessary ridges and peaks may be 
extracted at the places such as bend points, starting points, end 
points, or corresponding hillside. 

Therefore, in order to avoid these problems, it is indispensable to 
develop a method which can extract topographic features directly 
from gray scale character images without useless calculation and ex- 
traction of unnecessary topographic features. 
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111. A PROPOSED METHOD FOR DIRECT EXTRACTION 
OF TOPOGRAPHIC F E A l ' W S  FROM GRAY SCALE 

CHARACER IMAGES 

The proposed method extracts topographic features directly from 
gray scale character images without calculating the eigenvalues and 
eigenvectors of the underlying image intensity surface and prevents 
the urinecessary topographic feature extraction tit the places such as 
bend points, starting points, end points, or corresponding hillside. 
The oul.line of the proposed method is as follows: 

Step 1) Calculation of gradient for adjacent pixels. 

Step 2) Calculation of the derivative of gradient. 

Step 3) Determination of principal curvature directions 

Step 4) Determination of principal orthogonal elements. 

Step 5) Assignment of feature 

Details of each step are given in the following subsections. 

A. Calculation of Gradient for Adjacent Pixels 

fined by 3 x 3 window as shown in Fig. 3. 
Considering m x n input image, the neighbors of a pixel P are de- 

Fig. 3 .  %adjacent pixels for a pixel I' 

Thcri, the gradient m, for adjacent pixel P, IS as follows. 

I (1) 
difference of gray vtrlut - AIl 

dislanre incremetit AS 
m = _______ ____ 

where 

J(1))- I(P,) if 1 = 0 I ,  2, 3 

if P, is adjacent pixel in horizontal or vertical 
directions 

(3 ) f i  if PI is adjacent pixel in right - diagonal or left I r diagonal directions 

LE(: = 

and I(P) represents the gray valuc of pixel I' 
The reason why the order of calculation foi i in M, is different is 

that thc four directions shown in Fig. 4 were considered in gradient 
calcu I at ion. 

p4 p5 P6 

Fig 4 I'our directions in gradient calculation 

B. Calculation of the Derivative of Gradient 
The derivative of gradient mi , k = H, I . H. L ,  in pixel P for unit 

di!,tance increment is defined as follows: 

m;l = m, - m ,  

m; = ms - mi 

mk = m6 - m2 

(4) 

( 5 )  

(6) 

(7) 
I 

m,. = m4 - mo 

The gradient and derivative of the gradient described until now 
can he calculated at the same time by convolving the 3 x 3 original 
image array with the Laplacian-like masks as follows: 

mi  = I C3 I,, k = I f ,  V ,  R, L (8) 

where, @ is the convolution operator, I is 3 x 3 original image array, 
and Lk are Laplacian-like masks defined in Fig. 5 .  

Fig 5 Laplacian-like masks for four directions (a) horizontal, (b) vertical, 
(c) right-diagonal, (d) left-diagonal 

C. Determination of Principal Curvature Directions 

'The principal curvature directions are limited to horizon- 
takvertical directions and right-diagonal& left-diagonal directions. 
Then, if IlmB - m ~ , l [ 2 l / m ~  - m;,ll, the principal curvature directions 
are horizontal&vertical directions. Otherwise, the principal curvature 
directions are right-diagonal&left-diagonal directions. 

D. Determination of Principal Orthogonal Elements 

The principal orthogonal elements are defined as the four adjacent 
pixels in assigning features. There are two kinds of principal or- 
thogonal elements. namely, the principal orthogonal elements of 
horizontal&vertical directions and right-diagonal&left-diagonal di- 
rections (Fig. 6). 

p*Xpo p4 P6 

(a) @) 

Fig 6 The principal orthogonal elements (a) honzontal&vertical directions, 
(h } right-diagonal&lefi-diagonal directions 

If the gradient for two adjacent pixels is monotonic increasing or 
decreasing in the direction whose derivative of gradient is minimum, 
the principal orthogonal elements are the adjacent pixels in the direc- 
tions rotated from principal curvature directions by 45". Otherwise, 
the principal orthogonal elements are the adjacent pixels in principal 
curvature directions The reason why such conditions are applied is 
that the topographic features may be misassigned as ridge or peak at 
the places such as bend points, starting points, end points, or corre- 
sponding hillside. 

E. Assignment of Feature 
Let d, and d2 be directions of the principal orthogonal elements. 

Io r  each d l ,  I = I ,  2. we consider the two neighbors of the pixel P, 
P,,, and PI*, in that direction f i e  zero crossing conditions are ap- 
plied to PI,,  P, and P,? in d, .  The rules for assigning topographic fea- 
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tures are as follows: 

Case 1) P is not a zero crossing in either d ,  or d2. 

I n  this case, P is a hillside (Fig. 7a). 
principal orthogonal element 

Fig 7. Assignment of topographic features: ( a )  the case in which P is a hill- 
side, (b) the case in which P is a ridge, (c) thc case in which P is  a ravine, 
(d) the case in which P is a peak, (e) the case in which P is a saddle, ( f )  the 
case in which P is a pit, (g) the case in which I' is a ridge when we only want 
to extract the topographic features, (h) the casc in which P is a ridge or a hill- 
side when we only want to extract the skeleton 

Case 2) P is a z,ero crossing in exactly onc o fd l  and (12. 

2.1) If zero cr'ossing is the case that the sign of gradient is 
changed from positive to negative, P is ii ridge (Fig. 7b). 

2.2) If zero crossing is the case that the sign of gradient is 
changed from negative to positive. P is a w i n e  (Fig. 7c). 

Case 3) P is a zero crossing in both of dI and d2. 

3 I )  If the sign of gradient in d, is changed from positive to 
negative and the sign ofgradient in d. is changed from positive 
to negative, P i:j a peak (Fig. 7d). 

3 2) If  the sign of gradient in ( I ,  is changed from positive to 
ncgative and the sign of gradient in d: is changed from negative 

VOL. 17, NO 1, JULY 1995 

to positive, 1' is a saddle (Fig. 7e). 

121 

3.3) If the sign of gradient in d, is changed from negative to 
positive and the sign of gradient in dz is changed from negative 
to positive, P is a pit (Fig. 79. 

Case 4) The gradient is zero in  di, and the sigrl of gradient is 
changed from positive to zero or from zero to negative in 4. 

4.1) If we only want to extract the topographic features, P is a 
ridge (Fig. 7g). 

4.2) If we only want to extract the skeleton from a gray scale 
character image, P is a ridge or a hillside (Fig. 7h); if the sign 
of gradient is changed from positive to zero in dZ, P is a ridge, 
and if the sign of gradient is changed from zero to negative in 
d2. P is a hillside. This case occurs when the pixels having the 
same gray value are adjacent. 

Iv. EXPERIMENTAL RESULTS AND ANALYSIS 
A. Input Data 

The proposed method has been implemented on a Sun SPARC-2 
workstation using C language under X-window system and has been 
applied to 2,350 gray scale images in handwritten Hangul character 
database PE92 [I 11. PE92 is the first database collected large-set 
handwritten Hangul characters in Korea. I t  contains 100 sets of 2,350 
handwritten Hangul characters which are considered to be a complete 
set of characters for general and daily use. Each character image is 
100 x 100 gray scale image with 256 gray levels. We show some of 
those images. The data which were used by Levi and Montanari [ 5 ]  
also have been used for gray scale skeletoni7~tion. Fig. 8 and Fig. 9 
show the input data for topographic feature extraction and gray scale 
skeletonization, respectively. 

( c  I 

Fig 8 Input data for topographic feature extraction (a) gray scale image of a 
chardcter, (b) 3D topographic shape of the character. (c) gray scale image of a 
Teries of characters 

B. Results of Topographic Feature Extraction 
In order to compare the results of topographic feature extraction, 

three kinds of methods have been considered: Wang and Pavlidis' 
method [l], the proposed method I in which the conditions for de- 
termining the principal orthogonal elements were not considered, and 
the proposed method 2 in which these conditions were considered. In 
the proposed method 1 .  the principal orthogonal elements are the 
adjacent pixels in principal curvature directions. 
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D. Processing Time and Computational Complexity 
In order to compare the average processing time in topographic 

feature extraction, we used 2,350 gray scale images in handwrit- 
ten Hangul character database PE92 [ 111. Each character image is 
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Fig. 9. Input data for gray scale skeletonization (a) data used by Levi and 
Montanari [5], (b) 3D topographic shape of the data in (a), (c) gray scale im- 
age of a series of characters. 
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Fig 10 The results of topographic feature extraction for the data in Fig. 8a 
(a) Wang and Pavlidis' method [I], (b) proposed method 1, (c) proposed 
method 2 

. . .  _w_ 

Fig. 11. The results of topographic feature extraction for the data in Fig. 8c: 
(a) Wang and Pavlidis' method [l], (b) proposed method I ,  (c) proposed 
method 2. 

Figs. 10 and 1 1  show the results of three methods for topographic 
feature extraction. In the results. ridge, peak, and saddle point pixels 
were marked by R, P, and S, respectively. 

As can be seen in Figs. 10 and 11. the proposed method 2 shows 
superior performance in topographic feature extraction. 

C. Results of Skeleton Extraction 
In order to compare the results of gray scale skeletonization [12], 

we considered the Levi and Montanari's method [ 5 ] ,  the Wang and 
Pavlidis' method [l], and the proposed method 2. Fig. 12 shows the 
results of three methods for gray scale skeletonization with Levi and 
Montanari's data [5]. In Levi and Montanari's method, the pixels 
which correspond to gray-weighted skeleton are marked by M, and in 
other methods, R and P represent the skeletal pixels. In order to ex- 
tract skeleton in proposed method 2. when the sign of gradient was 
changed from positive to zero, we assigned a pixel to a ridge, and 
when the sign of gradient was changed from zero to negative, we as- 
signed a pixel to a hillside. 

Tbc: results shown in Fig. 12 reveal that the proposed method 2 is 
superior to other methods in the point of view of gray scale skele- 
toniiation for character recognition [ 131. 

Fsg. 13 shows the results of gray scale skeletonization for Hangul 
characters with the proposed method 2. In this figure, the results were 

(a) (b)  ( c )  

Fig. 12. Results of gray scale skeletonization for the data in Fig. 9a: (a) Levi 
and Montanari's method, (b) Wang and Pavlidis' method, (c) proposed 
method 2.  

thinned to one pixel width after topographic fcature extraction Fig 13 Results of gray scale skeletonization for the data in Fig 9c 
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E Method 

F Proposed method 2 

Wang and Pavlidis’ method 

i 
Averkge processing time Computational complexity 

3.82 sec 

0.76 sec 

i x j x (8 x M a  + C) 

i x j x (4 x P + C )  

i : the width of input imy 
j : the height of input image 
M 
N : neighborho’od lira for convolution with Laplacian-like i n d m  
C : the number of comparative nperations 

: neighborhood a h  for cdculsting the firnt and second put id  derivativa 

v. CONClLJDlNG REMARKS 

In this paper, we proposed a new method for extracting topo- 
graphic features directly from a gray scale character image without 
calculating eigenvalues and eigenvectors of the underlying image in- 
tensity surface. 

For real world character images, the gradient magnitude would be 
rarely zero at the center of pixel. Therefore, if the Wang and Pavlidis’ 
method is used for topographic feature extraction, the eigenvectors 
must be approximated mostly by two perpendicular directions, and 
the calculation to get approximated directions requires much reluc- 
tant efforts. In addition to that, by employing such an approximation 
for the eigenvectors, unnecessary ridges and peaks may be extracted 
at the places such as bend points, starting points, end points, or corre- 
sponding hillside. 

In case of extracting topographic features using the proposed 
method, the processing time was approxiinately five times as fast as 
the Wang and Pavlidis’ method because only simple comparative op- 
erations were used, and unnecessary topographic features need not be 
extracted at bend points, starting points, and end points by taking the 
local information of gray scale character image into account in de- 
termining principal orthogonal elements. In addition to that, experi- 
mental results with Levi and Montanari’s data revealed that the pro- 
posed method was also very effective for gray scale skeletonization 
for character recognition. 
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Efficient Color Histogram 
Indexing for Quadratic Form 

Distance Functions 
James Hafner, Harpreet S .  Sawhney, Will Equitz, 

Myron Flickner, and Wayne Niblack 

Abstract-In image retrieval based on color, the weighted distance be- 
tween color histograms of two images, represented as a quadratic form, 
may be defined as a match measure. However, this distance measure is 
computationally expensive (naively O(N*) and at best qiV)  in the number 
N of histogram bins) and it operates on high dimensional features (O(N)). 
We propose the use of low-dimensional, simple to compute distance 
measures between the color distributions, and show that these are lower 
bounds on the histogram distance measure. Results on color histogram 
matching in large image databases show that preliiltering with the sim- 
pler distance meaiures leads to significantly less time complexity because 
the quadratic histogram distance is now computed on a smaller set of 
images. The low-dimensional distance measure can also be used for in- 
dexing into the database. 

Index Term-Color histogram matching, image querying, image data- 
bases, efficient multidimensionnlal feature matching, histogram indexing. 

I. INTRODUCTION 
In the query by image content (or QBIC) project, we are develop- 

ing a system for efficient indexing and retrieval of images from a 
large database based on their content defined in terms of shapes, col- 
ors, textures, and user sketches [16]. Other efforts towards similar 
goalsarepresentedin[2], [7], [SI, [ l l ] ,  [12], [19]. 
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